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ABSTRACT

We present a real-time marker-less tracking and 3D reconstruction implementation and
show how it can be used to create a mixed reality game using the Unity3D game engine. The
concept was inspired by the spatial mapping technology created for Microsoft’s HoloLens
and our 3D reconstruction pipeline is based on the one used for Kinect Fusion. Tracking
and reconstruction is performed in real-time using GPGPU acceleration. Finally, various
Unity modules, such as collision detection, physics, particle systems, etc. can be used to
create interesting mixed reality projects.
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EXPERIMENTS AND RESULTS

Method Naive PCL Non Linear CUDA

Total time (s) 362.75 257.317 21.09

Average time (ms) 389.13 299.95 5.59

Error RMSE (cm) 18.24 18.34 26.01

Error mean (cm) 16.17 16.29 24.65

Error max (cm) 33.69 41.59 34.02
Tab. 1: ICP performance comparison using TUM RGB-D SLAM Dataset and Benchmark (Freiburg1)

Resolution 128x128x128 256x256x256 512x512x512

CPU (s) 24.45 154.02 873.69

GPU (s) 17.92 18.30 17.87
Tab. 2: Volumetric fusion performance comparison. 798 Frames were processed.


